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LHCb Upgrade at a glance

11/12/2024 Figure 1.2: Schematic view of the LHCb upgrade detector. To be compared with Fig. 1.1. UT =
Upstream Tracker. SciFi Tracker = Scintillating Fibre Tracker.

tracking subsystems, the Tracker Turicensis (TT) and the T-stations, located just before
and just after the LHCb dipole magnet. These subsystems and their projected upgrade
performance are the focus of this TDR. The four TT planes will be replaced by new high
granularity silicon micro-strip planes with an improved coverage of the LHCb acceptance.
The new system is called the Upstream Tracker (UT) and is the subject of Chap. 2. The
current downstream tracker (T-stations) is composed of two detector technologies: a
silicon micro-strip Inner Tracker (IT) in the high ⌘ region and a straw drift tube Outer
Tracker (OT) in the low ⌘ region. The three OT/IT tracking stations will be replaced
with a Scintillating Fibre Tracker (SFT), composed of 2.5m long fibres read out by silicon
photo-multipliers (SiPMs) outside the acceptance. The SFT is discussed in detail in
Chap. 3. The performance of the UT and SFT detectors, as far as the individual detection
planes are concerned, are addressed separately in their respective chapters, where also the
cost, schedule and task sharing of these subsystems are presented. The charged particle
tracking is an essential physics tool of the LHCb experiment. It must provide the basic
track reconstruction, leading to a precise measurement of the charged particle momenta
in the extreme environment of the LHCb upgrade over its entire lifetime. Therefore, the
projected performance of the complete LHCb upgrade tracking system, which involves

3

Brand new detector! 
• 5x instantaneous lumi from 

4x1032 cm-2 s-1 to 2x1032 cm-2 s-1 
• average number of visible pp 

collisions µ = 5.5

VELO
• 52 modules for a total of 41M pixels

• Area ~ 1.2 m2

• Two movable halves à get as close as 3.5 mm to the beam to 
improve IP resolution
• Separation from primary vacuum achieved with 150 "# thick RF foil

• Silicon substrate built with micro channels that will carry CO2
for evaporative cooling

• Designed to cool a load of up to 30W from each module

• New ASIC VeloPix, ~20 Gbit/s in hottest ASIC and total of ~2 
Tbit/s

Fabio Ferrari LHCb upgrades 11
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RF foil

Run 1-2 VELO
Run 3-4 VELO

Front Rear

YETS activities
SciFi
• Detector calibration: 

• Gain for different temperatures and bias  

• Charge threshold scan 

• Upgraded FE-Tester to reproduce problems in the lab

16

• Improved cooling system: 

• Cooling plant upgraded 

• Condensation Prevention System upgraded 

• Only 2 Data Links excluded (out of 4096) and 100% of the 1024 Control Links  

Detector is in good shape and ready for 2024 data taking

SciFi

FE-Tester

New cooling system

F E D E R I C O  D E  B E N E D E T T I

TRANSPORT AND INSTALLATION UNDERGROUND

 10 7  M A R  2 0 2 3

• C side installed Nov 28-29 

• CO2 commissioning Nov 30 - Dec 6 

• Beam pipe approach Dec 7-9  

• A side installed Dec 12-13 

• C+A closure test Dec 15-17 Initially 
scheduled for February

• CO2 commissioning mid Feb 

• Cable chains installation before Christmas  

• A side fully installed

• C side TOP full, BOT only magnet side

• C side IP BOT installed Jan 30th

VELO

UT

SciFi

tracking system completely replaced

• LHCb Upgrade at a 
glance 
• tracking system 
• PID system 
• luminosity and beam 

background 
• DAQ and trigger 

• How is it going so far? 
• Vacuum incident 

• LHC in 2024 
• LHCb in 2024 

• VELO closure 
• VdM 
• Alignment & Calibration  
• UT integration 
• HLT1 track reconstruction 
• HLT1 & HLT2 
• Gas injection 
• pp reference run  
• ion run  

• Performance 
• Detectors 
• Hit efficiency 
• Alignment 
• Cherenkov angle 
• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…
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Brand new detector! 
• 5x instantaneous lumi from 

4x1032 cm-2 s-1 to 2x1032 cm-2 s-1 
• average number of visible pp 

collisions µ = 5.5

VELO

removed first muon station, 
preshower and scintillating 
pad detectors + new 
neutron shielding

new photo-
detectors + 
new optics 

RICH1

RICH2
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Brand new detector! 
• 5x instantaneous lumi from 

4x1032 cm-2 s-1 to 2x1032 cm-2 s-1 
• average number of visible pp 

collisions µ = 5.5

BCM

PLUME
• Cross-shaped hodoscope composed by 

48 PMTs, installed upstream of the 
VELO 
• Detect Cherenkov light from particles 

impinging on a quartz tablet glued to the 
PMTs window

• Measure rate of coincidences every 3 
seconds and compute luminosity with 
logZero method
• Provide real-time feedback to the LHC to 

level the luminosity at IP8

Fabio Ferrari LHCb upgrades 19

CERN-LHCC-2021-002
Lateral view sketch

First results from PLUME vdM in July ‘22

PLUME
new 
luminometer

new gas cell

SMOG2
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LHCb Upgrade at a glance

readout at 40 MHz 
• all electronics and DAQ upgraded 
• new timing and fast control distribution 
• full software trigger architecture

upgraded 
kept

The LHCb upgrade concept
[arXiv:2305.10515]

• five-fold increase in the instantaneous luminosity and pile-up to
improve precision in flavour physics observables: see Carla Gobel’s talk on
Monday for the LHCb overview

• e↵ective only with the removal of the hardware level trigger (pT
signatures based), the readout of all subsystems at 40 MHz with a
complete redesign of the Online system, and an e�cient, flexible and
full-software trigger architecture (see Marianna Fontana’s talk later this
morning)

We expect ⇠ 300k bb̄/s and ⇠ 5M cc̄/s in acceptance at the nominal Run 3 luminosity

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 3/19

Introduction

• the LHCb detector has undergone a major upgrade during the Long
Shutdown 2

• almost everything is new: from subdetectors technologies to the data
acquisition domain, from the timing and fast controls distribution to a
full-software trigger architecture

• 2022 has been a commissioning year aiming to achieve the ambitious
goal to have a functional new experiment within six months of
data-taking with pp collisions

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 2/19
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Introduction

• the LHCb detector has undergone a major upgrade during the Long
Shutdown 2

• almost everything is new: from subdetectors technologies to the data
acquisition domain, from the timing and fast controls distribution to a
full-software trigger architecture

• 2022 has been a commissioning year aiming to achieve the ambitious
goal to have a functional new experiment within six months of
data-taking with pp collisions
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MUON2-5HCAL
ECAL

PS

SPD

M1

RICH2

OT

IT

TT

RICH1

VELO

Event 
Filter farm R/O Network

Event Builder

detector channels R/O electronics DAQ
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LHCb Upgrade at a glance

HLT1 
• mostly track based trigger 
• input rate ~26 MHz (all colliding bunches) 
• ~50 selection lines (physics + technical)
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LHCb Upgrade at a glance

alignment & calibration 
• critical to ensure offline-like 

quality of HLT2 reconstruction 

11/12/2024

Alignment and calibration
● Store data selected in HLT1 in intermediate buffer of O(30 PB) for real-time alignment and calibration
● Fully aligned and calibrated detector needed to have offline-quality reconstruction in HLT2
● Online alignment and calibration pioneered in Run 2, crucial in Run 3 
● Two types of processes

○ Alignment: VELO, RICH mirrors, UT, SciFi, Muon
○ Calibration: RICH, ECAL, HCAL

LHCb-FIGURE-2024-025
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https://indico.cern.ch/event/1338689/contributions/6015405/
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LHCb Upgrade at a glance

HLT2 
• runs asynchronously after alignment is performed  
• different level of persistency depending on the 

selection  
• ~3000 lines (mostly exclusive)

11/12/2024

JINST 14 (2019) P04006

HLT2 throughput and bandwidth
• Throughput (minimum 500 kHz):

• Structure-of-Arrays collections to exploit 
vectorisation and multi-threading 

• Throughput-Oriented selections             
(Thor functors): built at compile time into 
cache memory and agnostic on I/O type

21.10.24 Alessandro Scarabotto - LHCb Run3 trigger 14

JINST 14 (2019) P04006
Turbo

Selective Persistency

Full Persistency
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How is it going so far?

106� LHCb Week, 09/12/22 Federico Alessio, CERN 6

LHCb 2022 at a glance
Recorded Luminosity is here intended 
luminosity that was collected with the DAQ 
running and eventually made it to (a) disk
Æ None of these data are good for physics
Æ Data with VELO closed is most (only?) useful 

for detector/trigger studies
Æ LHCb kept commissioning 24/7 with a constant 

mu of 1.1, and performed punctual tests at 
higher mu

Æ Online system ready from day 1

Constant average 
Mu = ~1.1

Final data taking efficiency 76%
Æ Drop in efficiency due to increase 

of commissioning activities and 
inclusion of all detectors 

components during last period

Head-on for 
first fills

Mu scan fills

VELO 
closed

Final week-end 
at Mu = 2

01/01 01/08 01/10 31/12

commissioning of subdetectors, trigger 
and alignment

commissioning of subdetectors, 
when stable beams during intensity 
ramp up (<4w)

unscheduled stop:  
RF recovery

unscheduled stop:  
RF cryo incident, 
repair and recovery

EYETSLS2

LHC off 

LHC commissioning 

pp physics

ion physics

special runs

2022
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C

LH
C

b
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Vacuum incident
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primary vacuum

secondary vacuum

• LHC vacuum incident in the VELO volume led to over 
pressurisation of the detector volume and deformation 
of the RF foil 

• leading factors to velo position in 2023: 
• deformation of the foil allowing for max 30 mm gap  
• damaged coupling piece in the motion system 

• decided not to move the VELO halves at every fill, but 
keep them fixed to the smallest aperture that allows 
beam injection 

• RF foil replacement in the EYETS23/24

VELO 2023 gap = 49 mm 

11/12/2024

• LHCb Upgrade at a 
glance 
• tracking system 
• PID system 
• luminosity and beam 

background 
• DAQ and trigger 

• How is it going so far? 
• Vacuum incident 

• LHC in 2024 
• LHCb in 2024 

• VELO closure 
• VdM 
• Alignment & Calibration  
• UT integration 
• HLT1 track reconstruction 
• HLT1 & HLT2 
• Gas injection 
• pp reference run  
• ion run  

• Performance 
• Detectors 
• Hit efficiency 
• Alignment 
• Cherenkov angle 
• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…
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Vacuum incident

Impact of VELO gap = 49 mm 
• acceptance reduced: from η [2,5] to η [2, 3.7] 
• impact parameter (IP) resolution degraded 

ØAcceptance reduced:
from ! ∈ 2,5 to ! ∈ 2,3.7

Ø IP resolution degraded with new VELO 
opening at 49 mm gap

Impact of VELO position choice 4

Run 2 IP resolution

! ∈ 2,3.7

!

LHCb-FIGURE-2023-027

Current IP resolution from simulation

Long tracks, up 
to end of the 

tracking stations

long tracks (up to the last tracking station)

EPJ Web of Conferences

Figure 7. Left: Resolution of the x component of the impact parameter in 2012 50 ns data (black) and 2015 25
ns data (red). Right: Track reconstruction efficiency for long tracks for 2012 50 ns (black) and 2015 25 ns (red)
data.

Outer Tracker calibration

The outer tracker is composed by straw tubes in which the drift time in the gas is measured. This
measurement could be different from the time estimated from the distance of the track to the wire
since it can be affected by differences between the true collision time and the LHCb clock. On top
of this effect, a delay in the electronic readout also causes a time difference that is characteristic for
each module. However this contribution is small compared to the global offset and can be calibrated
offline. The drift time residuals of a sample of well reconstructed tracks are used to provide the global
drift time offset correction.

4 Trigger and detector performance in Run II

Thanks to the fact that the alignment and calibration are performed in real time and thanks to all
the improvements in the reconstruction sequence, it has been possible to achieve the same offline
performance of Run I already in the data coming from the trigger. As an example, in Figure 7 (left)
it is shown a comparison of the resolution of the x component of the impact parameter, defined as the
distance in x between a track and the associated primary proton-proton vertex (PV), between 2012
data (black) and 2015 data (red), with a bunch spacing of 50 ns and 25 ns, respectively. In this figure,
only events with one reconstructed PV are used, where the PV fit is reperformed excluding each track
in turn. The resulting PV is required to have more than 25 tracks to minimise the contribution from
PV resolution. It is possible to see that the same performance as Run I is obtained. Similarly, in
Figure 7 (right) it is shown a comparison of the track reconstruction efficiency in Run I (black) and
in Run II (red), with a bunch spacing of 50 ns and 25 ns, respectively. Here, only so called long
tracks are considered, which are reconstructed using the information from the whole tracking system
in LHCb. Again, despite the more harsh environment due to the greater centre-of-mass energy in Run
II, the same performance is achieved. Moreover, this completely revisited trigger strategy and the
excellent performance obtained allows to achieve better trigger efficiencies. Thanks to the usage, e.g.,
of more powerful particle identification criteria in the trigger, the signal to background ratio have been
increased. As an example, the efficiency to select B0 → D0π+ events in the HLT2 was around 75% in
Run I while it is greater than 90% in Run II.

8

EPJ Web of Conferences 164, 01016 (2017) DOI: 10.1051/epjconf/201716401016
ICNFP 2016

IP resolution in Run 2

ØAcceptance reduced:
from ! ∈ 2,5 to ! ∈ 2,3.7

Ø IP resolution degraded with new VELO 
opening at 49 mm gap

Impact of VELO position choice 4

Run 2 IP resolution

! ∈ 2,3.7

!

LHCb-FIGURE-2023-027

Current IP resolution from simulation

Long tracks, up 
to end of the 

tracking stations

IP resolution from simulation

2023

nominal

11/12/2024
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• UT integration 
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• Performance 
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• Hit efficiency 
• Alignment 
• Cherenkov angle 
• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…
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How is it going so far?

01/01 31/12

complete commissioning 
+ data taking

LHC vacuum 
incident in the VELO

EYETS EYETS

Tunnel visit, 11am on 17/07

LHCb Run Meeting Federico Alessio, 18 July 2023 6

� Ice on bottom (more icy towards IP)
� Condensation on top

Condensation on DFBX + D1, but no ice 
(was probably iced before, wet on the ground)

UT completed 
installation

data taking + UT 
commissioning continues 

LHC off 

LHC commissioning 

pp physics

ion physics

special runs

no pp reference run because of 
leaks in machine protection device 

2023
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C

LH
C

b

17/07 25/0915/05
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Setting the scene…

11/12/2024

critical activities in early 2024: 
• re-qualification of the VELO motion system and 

automatisation of the procedure  
• operations at nominal luminosity of the full 

system, with particular eye on trigger and 
online alignment and calibration 

• integration of UT in global data taking

goals for 2024 
• integrated luminosity of 7 fb-1 of pp collisions 
• collect a significant sample of PbPb data 

with UT 
• achieve 90-95% efficiency at high pile up, 

with UT

prior to 2024 never run at nominal luminosity, with 
the VELO closed and UT included in global data 
taking 

RS

ver. 2.2
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Interleaved commissioning & intensity ramp up Pb / p-p ref Setting up

Proton physics run p-p ref. physics run

October 14, 2024

LHC Schedule 2024
Version 1.0 was approved at the Research Board of 6 December 2023
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End of run
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2024 schedule

• LHCb Upgrade at a 
glance 
• tracking system 
• PID system 
• luminosity and beam 

background 
• DAQ and trigger 

• How is it going so far? 
• Vacuum incident 

• LHC in 2024 
• LHCb in 2024 

• VELO closure 
• VdM 
• Alignment & Calibration  
• UT integration 
• HLT1 track reconstruction 
• HLT1 & HLT2 
• Gas injection 
• pp reference run  
• ion run  

• Performance 
• Detectors 
• Hit efficiency 
• Alignment 
• Cherenkov angle 
• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…

https://edms.cern.ch/ui/file/2872429/2.2/2024-LHC-V2.2.pdf
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LHC in 2024

11/12/2024
15

LHCC OPEN Session - 18.11.2024

First injection: 8th

March (3 days early)

First Stable Beams @6.8 
TeV 5th April (3 days early)

LHCb VELO closed for 
the 1st time

1200 bunches on 
14th April (10 days 
early)

Reverse Polarity optics
commissioned (~ +1 week) β*            36 

cm 17th April

Bunch length control/target 
Limit RF module heating risk

VdM & Calibration 
Runs, 16 – 20 May 

BCMS beams
May

β* b  k    30 
cm 17th June

Stable Lumi
Production 

Summer period

LHC in 2024

Beyond 110 fb-1

Q1 Q4March April May June July September October
pp run

August
IONS run

November
ref run

21
LHCC OPEN Session - 18.11.2024

Luminosity production for pp ref run 

Exp Requested lumi 
[pb-1]

Delivered/recorded lumi [pb-1]

ATLAS 350 436 (390)

ALICE 5.5 5.9 (5.5)

CMS 350 520 (~520)

LHCb >100 246 (~240)

7-day run (extended by one day to satisfy higher 
targets, as a consequence of the Run3 

extension), results only possible as blessed by 
excellent machine availability!
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LHC in 2024

Beyond 110 fb-1

IONS run ongoing 
(YETS starts on 25th

November)

pp reference run 
28th Oct – 2nd Nov

Q1 Q4March April May June July September October
pp run

August
IONS run

November
ref run

Stable Lumi
Production 

Summer period
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extension), results only possible as blessed by 
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22
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Limit RF module heating risk
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Beyond 110 fb-1

IONS run ongoing 
(YETS starts on 25th
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pp reference run 
28th Oct – 2nd Nov
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Summer period

Availability and fill statistics
• In physics period 2024:

– 75% availability
– 43% in stable beams
– 25% in fault
– Compare 2023: 

• 33% stable beams, 33% fault

• In particular, MDs suffered 
from downtime

• Fill statistics
– 48 physics fills attempted
– 45 made it to stable beams
– 28 dumped by operator

Great performance of the LHC! 
• pp nominal energy: target overpassed (best year ever for production with 72% availability and 54% 

stable beams) 
• pp reference energy: excellent machine availability ~90% allowed to reach all targets  
• ion run: problems encountered in 2023 mitigated increasing the availability and establishing smooth 

operating conditions

LHCC accelerator status report 

• LHCb Upgrade at a 
glance 
• tracking system 
• PID system 
• luminosity and beam 

background 
• DAQ and trigger 

• How is it going so far? 
• Vacuum incident 

• LHC in 2024 
• LHCb in 2024 

• VELO closure 
• VdM 
• Alignment & Calibration  
• UT integration 
• HLT1 track reconstruction 
• HLT1 & HLT2 
• Gas injection 
• pp reference run  
• ion run  

• Performance 
• Detectors 
• Hit efficiency 
• Alignment 
• Cherenkov angle 
• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…

https://indico.cern.ch/event/1470570/contributions/6191107/attachments/2969385/5225362/LHCC-machineReport_18112024.pdf
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LHC in 2024

11/12/2024

• bunch intensities stable at 1.6e11 ppb at start of stable beams 
• 3x36b allowed to reach 2133 colliding bunches in LHCb at full machine 
‣ nominal luminosity of 2e3 Hz/ub can be reached with a pile-up of ~ 5.3

17
LHCC OPEN Session - 18.11.2024

• Combined (beta* + offset) levelling allowed for
• 6-7 hours levelling with BCMS beams
• Well balanced luminosity between CMS and ATLAS

• LHCb levelled through the entire fill

• Bunch intensities stable at 1.6e11

ppb at start of stable beams
• Stored energy ~410 MJ / beam 

@6.8 TeV (~100 kg TNT)

Production

• LHCb Upgrade at a 
glance 
• tracking system 
• PID system 
• luminosity and beam 

background 
• DAQ and trigger 

• How is it going so far? 
• Vacuum incident 
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• HLT1 track reconstruction 
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• Gas injection 
• pp reference run  
• ion run  

• Performance 
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• Hit efficiency 
• Alignment 
• Cherenkov angle 
• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…
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LHCb in 2024

11/12/2024
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Looking ahead…

05/03/2024

01/01 01/10 31/1201/04 25/04

expected 2024 LHC schedule
TS/MD/setup

pp intensity ramp up

pp nominal physics

ion physics

pp reference physics

pp vdM 
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pp vdM 

first VELO closure in 4b fill 
[05/04] 
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VELO Closure

11/12/2024

RF-box and VELO modules reconstructed by hadronic 
interaction vertices 
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VELO tomography for aperture checks

20
23

20
24

VELO routinely closed at every fill (gap 0 mm) 
since the first fill of the intensity ramp up 

• first VELO closure performed in steps 
• tomography performed at every step 

with SMOG injected in the VELO vessel
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• DAQ and trigger 
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nominal 
HLT1 bw 
[10/04]

VdM LHCb: fill 9644

 19Elena Dall’Occo24/05/2024

part 1 1D 3.1σ part 2 1D 4.5σ LSC part 3 continues

VELO fully openedSMOG2 injection 
preparation

VELO opened 
0.5 mm per side

VdM program [16-18/04]

all SDs (but UT) 
can operate 
stably at nominal 
lumi [07/05] 
change of policy: 
50% physics 50% 
optimisation
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• DAQ and trigger 
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• Trigger efficiency 

• In summary…
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Van der Meer scan

11/12/2024

• more than 100 luminosity counters of both high and low level quantities from different subdetectors 
implemented in HLT1 and in HLT2 

• several online luminosity counters as a backup for PLUME (main luminometer) 
• absolute luminosity calibration via BGI and vdM scans  

• performed once per year and center of mass energy in dedicated fills with different optics and filling 
scheme  

VdM LHCb: fill 9644

 19Elena Dall’Occo24/05/2024

part 1 1D 3.1σ part 2 1D 4.5σ LSC part 3 continues

VELO fully openedSMOG2 injection 
preparation

VELO opened 
0.5 mm per side

VdM program 2024

Ring Imaging Cherenkov (RICH) detectors

• both RICH detectors have been
fully functional in 2022:
visualisation of rings at nominal
luminosity displaying a very good
performance also in busy events

• Multi-anode photomultipliers are
operated by powering the last
dynode to preserve the gain
linearity: high-voltage currents
employed as alternative online
counters for the delivered
luminosity (independent from the
data taking status)

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 10/19

Archiving:
Ø by default it archives every time the coutner vary, 

which in turns depens on the « update frequency » 
Ø Normal update = 3 sec, to be change for special calibration runs (VDM)
Ø we did try n= 1 sec for all devices for the September VDMà it

overloaded the system
Ø now: 1= sec for a subset of counters for the VDM

Luminosity with SciFi 6

Time in random units‘05-07-2023 16:50:00','05-07-2023 19:00:00'

mu 1.1

mu 4 (real mu is 3)

04-09-2023

Luigi, Olivier, 
Preema, Elisabeth 

Ø Average luminosity: average method for inner counters, average and log0 for outer
Ø Per BXID-luminosity using log0 method !
Ø New VELO counters firmware is running at the pit since the end of June
VELO ECS tell40s counters behavior during September VDM:

VELO ECS counters: Tell40s 11

Next steps:
1. implement unique datapoint, averaging of various counters
2. calibrate counters with September VDM
3. check reset logic for log0 counters typeàto be deployed 

with new firmware
4. add lumi per BXID in Monet

D. Passaro, G. Bassi, G. Punzi

Counters (Summer Student project):
Ø number of packets corresponding to "hits" 

in the pixel matrix
Ø one counter per VELO ASIC (624 in total) 

+ sum of all counters
Ø independent of DAQ status
Ø integrated over time à no separation per 

BXID, proportional counter

New VELO counters: ASIC

Elisabeth Niel - Luminosity report

Current status:
Ø archiving counters for all ASICs + average rate 
Ø noisy channels removal : rate >100% above average in the same sensor
Ø VDM calibration for all counters for pp collisions + calibration for PbPb as 

soon as vdM arrives
Example of the counter 

behaviour during Sept. VDM

12N. Jurik, L. Girard, V. Zhovkovska

Second PbPb fill of 2 days ago 

v red = PLUME
v blue = VELO ASICs

Online counters
RICHVELO

VELO
SCIFI
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part 1 1D 3.1σ part 2 1D 4.5σ LSC part 3 continues

VELO fully openedSMOG2 injection 
preparation

VELO opened 
0.5 mm per side

VdM program [16-18/04]

major alignment 
update [06/08]

major alignment 
+ magnetic field 
map update 
[05/07]

all SDs (but UT) 
can operate 
stably at nominal 
lumi [07/05] 
change of policy: 
50% physics 50% 
optimisation

first online ECAL 
calibration [03/07]

Calorimeters
[LHCB-FIGURE-2022-019]

• both ECAL and HCAL fully functional: photons and electrons objects
could be used since day one to provide first (software) triggers to the
experiment

• inter-cell calibration and time alignment showing an improvement in the
di-photon mass peak and in the mass resolution around the ⇡0 mass

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 12/19
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Alignment & Calibration

11/12/2024

The invariant mass distribution of ⌥ ! µ+µ� candidates, obtained on the same data24

as before, but after running the track-based alignment of UT and SciFi, is shown in Fig. 2.25

An improvement in both e�ciency and mass resolution is clearly visible.26
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Figure 2: µ+µ�
invariant mass distribution, after running the track-based alignment for UT

and SciFi detectors.
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2 major alignment updates throughout the year 
• improved mass resolution: approaching Run 2 

performance  
• all trackers (VELO, UT, SciFI) aligned simultaneously, 

not individually in sequence  
• exploited both magnet off and magnet on data 
• greatly benefitted from the update of the magnetic 

field map from the latest measurements 

Calibration of calorimeter system crucial to 
compensate for ageing 
• π0 based calibration performed on a regular 

basis (absolute calibration) 
• LED based corrections applied after ~each fill 

(relative calibration)
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Alignment and calibration

18LHCC report - LHCb - September 2024

New alignment sequence:  
Improved resolutions.

Close to Run 2 resolution.

Using first magnet-off, then magnet-on data (sequently).

Aligning all trackers (VELO, UT, SciFi) together (i.e. not 
individually in sequence)


ECAL calibration: both online systems working 
Absolute: using  events

Relative: using the LED system ~fill

Offline post calibration for higher p photons, ongoing.


Update of the magnetic field map: 
Fitted to latest measurements

Resulting on masses closer to their known values

π0 → γγ

LHCb-Figure-2024-025
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VELO fully openedSMOG2 injection 
preparation

VELO opened 
0.5 mm per side

VdM program [16-18/04]

UT in global 
and in HLT2 
[15/06]

installation 
of 3rd GPU 
[19-23/08]

UT in HLT1 (forward+ 
matching) 
UT lower thresholds  
SciFi higher thresholds 
[26/08]

HLT1 reconstruction 
update to handle 
high occupancy 
[19/04]

major alignment 
update [06/08]

major alignment 
+ magnetic field 
map update 
[05/07]

all SDs (but UT) 
can operate 
stably at nominal 
lumi [07/05] 
change of policy: 
50% physics 50% 
optimisation

3rd GPU in production 
downstream tracking 
HLT1 bw at 5.3 
UT tuned settings 
line tunings at HLT2 
[03/10]

HLT2 Compute Power Upgrade

Success!
● Upgrading older CPUs (8 cores) 

to more powerful ones (14 cores)

● 4400 CPUs replaced in two 
weeks in 2200 servers

● Increased total cores by >50%

● Installation faster than supply

8
Tommaso Colombo 113th LHCb Week - CERN,  2-6 September 2024

CPU upgrade 
[summer]

first online ECAL 
calibration [03/07]

Calorimeters
[LHCB-FIGURE-2022-019]

• both ECAL and HCAL fully functional: photons and electrons objects
could be used since day one to provide first (software) triggers to the
experiment

• inter-cell calibration and time alignment showing an improvement in the
di-photon mass peak and in the mass resolution around the ⇡0 mass

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 12/19

Road to nominal lumi 
trigger/reconstruction and UT 
commissioning proceeding in 
parallel but at the same time 
strongly intertwined  
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UT integration

11/12/2024

very rapid progress in UT commissioning 
• phase 1: UT in local commissioning with dedicated runs in global  
‣ by TS1 96% efficiency as measured on VELO-SciFi tracks matched to 3-4 UT layers 

• phase 2: UT in global by default with occasional dedicated runs in local 
‣ tuning of problematic boards throughout data taking 
‣ tuning of FE settings in parallel to firmware development  

• phase 3: UT used in the trigger decision 
1. UT included in HLT2 track reconstruction: 
2. UT included in HLT1 track reconstruction  
3. commission downstream tracking 

PRE-TS1

POST-TS
1

POST-TS
1

POST-M
D3

POST-M
D4

UT efficiency map as measured on Velo-SciFi tracks

Needs better  
time alignment Need more data for 

space alignment

May Aug

New FE-settings – impact on eff.
▪ Impact of the lower 

thresholds on tracking 
efficiency with the new zs_th 
(number of UT layers which 
match long track; old 
settings - red points, new 
settings – blue bars). 
Significant increase in the
number of long tracks with 
at least 3 UT layers matched, 
and a better fraction of 4 
layer matches.

09/04/2024 6113th LHCb Week | UT status report

▪ # of UT hits per event (where 
HLT1 physics lines have fired, 
blue points – new settings, red 
point – old settings), currently, 
the standard trackin algorithm 
requires at least 3 UT hits.

▪ UT efficiency: output of 
standard HLT2 tracking 
algorithm (Tomasz slides).

▪ Drop in the number of DAQ crashes  
(UA/UC) per hour after applying new 
zs_ch settings (see Tomasz studies).

DAQ error rate with different 
FE settings
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HLT1 track reconstruction 

11/12/2024

Allen: LHCb HLT1 trigger

HLT1 Throughput per GPU

LHCb-FIGURE-2024-035

Partial event reconstruction through

● Track reconstruction for all the track types 
used in physics analysis (Long and 
Downstream* tracks) [See talk by J. Zhuo]

● Vertex reconstruction
● Electron clustering* and bremsstrahlung 

recovery*
● Muon identification

IEEE Access, vol. 12, 2024

Comput. Softw. Big. Sci. 4, 7 (2020)

8
* beyond TDR

track types at LHCb 

HLT1 Downstream tracking

SciFi 
standalone 

tracks

Velo tracks

UT hits

UT hitsVelo tracks

Long tracks without UT

Downstream tracks

Long tracks with UT

Velo 
standalone 

tracks

SciFi hits Long tracks without UT

Long tracks with UTSciFi hitsUT hits

Matching sequence

Forward sequence

7

HLT1 tracking sequence Forward then Matching sequence

J. Zhuo, CHEP 2024

• run matching sequence only until UT included in HLT1 
• forward then matching sequence improves 

significantly the reconstruction efficiency at high 
occupancy, but reduces the throughput to a barely 
acceptable level at nominal lumi

HLT1 tracking sequences
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https://indico.cern.ch/event/1338689/contributions/6015405/
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HLT1

11/12/2024

Allen: LHCb HLT1 trigger

HLT1 Throughput per GPU

LHCb-FIGURE-2024-035

Partial event reconstruction through

● Track reconstruction for all the track types 
used in physics analysis (Long and 
Downstream* tracks) [See talk by J. Zhuo]

● Vertex reconstruction
● Electron clustering* and bremsstrahlung 

recovery*
● Muon identification

IEEE Access, vol. 12, 2024

Comput. Softw. Big. Sci. 4, 7 (2020)

8
* beyond TDR

HLT1 throughput per GPU

• to accomodate the forward then matching 
sequence + downstream installed a 3rd GPU per 
event builder node (163 more GPUs in total ) 

• several tunings of HLT1 bandwidth division 
depending on the acceptable output rate and 
instantaneous luminosity 

• acceptable HLT1 output rate gradually increased 
up to 1.2-1.3 MHz following improvements in HLT2 
computing power

3rd GPU installation during MD3

• LHCb Upgrade at a 
glance 
• tracking system 
• PID system 
• luminosity and beam 

background 
• DAQ and trigger 

• How is it going so far? 
• Vacuum incident 

• LHC in 2024 
• LHCb in 2024 

• VELO closure 
• VdM 
• Alignment & Calibration  
• UT integration 
• HLT1 track reconstruction 
• HLT1 & HLT2 
• Gas injection 
• pp reference run  
• ion run  

• Performance 
• Detectors 
• Hit efficiency 
• Alignment 
• Cherenkov angle 
• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…



28Elena Dall’OccoElena Dall’Occo 28

HLT2

11/12/2024

HLT2 Compute Power Upgrade

Success!
● Upgrading older CPUs (8 cores) 

to more powerful ones (14 cores)

● 4400 CPUs replaced in two 
weeks in 2200 servers

● Increased total cores by >50%

● Installation faster than supply

8
Tommaso Colombo 113th LHCb Week - CERN,  2-6 September 2024
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• HLT2 needs to process data at rate greater than half of the 
HLT1 output (1 MHz): minimum 500 kHz  

• HLT2 compute power upgrade 
• upgraded older CPUs (8 cores) to more powerful ones 

(14 cores) 
• 4400 CPUs replaced in two weeks in 2200 servers  
• 204 new HLT2 nodes installed with 128 cores each 

• ultimately achieved a HLT2 throughput of 900 kHz!

HLT2 CPU upgrade

Figure 1: HLT2 bandwidth of all streams to tape as measured on minimum-bias HLT1-filtered
simulated events with a HLT1 and HLT2 from late August 2024. Also shown are the targets set
by the LHCb Upgrade Computing Model Technical Design Report [2].

The following bar charts of trigger bandwidth and rate were measured with the1

“UpgradeRateTest”, which runs within the LHCb Performance Regression framework [1].2

In all cases, the bandwidth and rate measurements are carried out by first running the3

same trigger as LHCb runs in data-taking (at the time the test was made) over a small4

sample of HLT1-filtered collision data, which may be from real or simulated collisions.5

The resulting output files are then analysed to make measurements of rate and bandwidth,6

and the results are displayed in web pages including plots like the ones in this figure7

document. Measured bandwidths are compared to the targets set out in the Upgrade8

Computing Model Technical Design Report (TDR) [2].9

Figure 1 shows the HLT2 bandwidth of each stream as measured on minimum bias10

HLT1-filtered simulated events. This is an illustrative example of what the UpgradeR-11

ateTest framework can do, and was taken (semi-arbitrarily) from a test on 29th August12

2024. The full results of this test can be found here. Figure 2 is from the same bandwidth13

test, and shows the rate of each physics working group to the HLT2 Full stream. These14

working group “sub-streams” are not physical: there is only 1 full stream, but they are15

indicative of how the rate of the full stream is shared. They are computed by counting16

events where at least one line from the working group in question fires. The “TotalIn-17

clusive” bar is the physical rate of the full stream. The “SumWGs” bar is a simple sum18

of all the working-group bars, and the fact that it di↵ers from the “TotalInclusive” bar19

is an indicator that there is overlap between the lines from di↵erent working groups (i.e.20

di↵erent working groups are to some small extent triggering on the same events).21

Figure 3 shows the bandwidth of all streams to disk as measured on HLT1-filtered real22

data from Run 307531. This run was at nominal LHCb-upgrade instantaneous luminosity23

(more specifically, the number of visible proton-proton interactions per proton bunch24

crossing was µ = 5.27), with a HLT1 output rate of 1193 MHz. The full results can be25

found here. This test was run just before the trigger configuration in question was put26

into production in LHCb data-taking, and was used to check that the trigger bandwidth27

1

• several iterations between analysts and trigger experts to 
tune the exclusive HLT2 lines and keep the output rate 
under control at nominal luminosity

HLT2 output to tape
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2024 nominal pp run 

11/12/2024

collected more data in 2024 than in Run 1 + Run 2 combined!
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Figure 6: Normalised distributions of the pseudorapidity for particles produced in two slices of
the z coordinate for the position of closest approach to the beam, corresponding to pp and pAr
collisions. While pp collisions are central, fixed-target pAr collision in SMOG2 are forward only.
The pseudorapidity shift due to the di↵erent acceptance of the VELO for particles originating
from the beam collision region and from the upstream SMOG2 cell can also be seen. Run
number 255623.

2.3 Primary vertex reconstruction30

Figure 7: Distribution of the primary vertex longitudinal coordinate for vertices reconstructed by
HLT1. Two clearly separated regions for pp and pAr collisions around the nominal interaction
point and confined in the SMOG2 cell, respectively, can be seen. Run number 251995.

6

primary vertices distribution

• unique possibility in LHCb to inject gas with SMOG2 and run the experiment in fixed target mode 
• goal is to run both pp/ion-ion and p-gas/ion-gas in parallel throughout data taking  
• already operated in 2022 with noble gases (He,Ne,Ar) and H2 

• during the EYETS 23/24 upgraded the gas feed system to inject also D2,O2 

beam imaging

LHCb-FIGURE-2023-001

Gas injection

11/12/2024
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Gas injection

11/12/2024

intense SMOG2 program in 2024!

• unique possibility in LHCb to inject gas with SMOG2 and run the experiment in fixed target mode 
• goal is to run both pp/ion-ion and p-gas/ion-gas in parallel throughout data taking  
• already operated in 2022 with noble gases (He,Ne,Ar) and H2 

• during the EYETS 23/24 upgraded the gas feed system to inject also D2,O2 

2

A very successful   year
commissionin

g

2024 has been a huge success for SMOG2! 

5 different gases used, achieving high statistics and 
high precision 

For the first time, the full potential of the system has 
been demonstrated, with continuous beam-gas 
data acquisition, including non-noble gases 

LHCb has been proven to be both a collider and a 
fixed-target experiment, a unique capability 
worldwide!
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VELO fully openedSMOG2 injection 
preparation

VELO opened 
0.5 mm per side

VdM program [16-18/04]

UT in global 
and in HLT2 
[15/06]

installation 
of 3rd GPU 
[19-23/08]

UT in HLT1 (forward+ 
matching) 
UT lower thresholds  
SciFi higher thresholds 
[26/08]

HLT1 reconstruction 
update to handle 
high occupancy 
[19/04]

major alignment 
update [06/08]

major alignment 
+ magnetic field 
map update 
[05/07]

4 different gases 
injected in SMOG2 
[28/10-3/11]

all SDs (but UT) 
can operate 
stably at nominal 
lumi [07/05] 
change of policy: 
50% physics 50% 
optimisation

3rd GPU in production 
downstream tracking 
HLT1 bw at 5.3 
UT tuned settings 
line tunings at HLT2 
[03/10]

HLT2 Compute Power Upgrade

Success!
● Upgrading older CPUs (8 cores) 

to more powerful ones (14 cores)

● 4400 CPUs replaced in two 
weeks in 2200 servers

● Increased total cores by >50%

● Installation faster than supply

8
Tommaso Colombo 113th LHCb Week - CERN,  2-6 September 2024

CPU upgrade 
[summer]

first online ECAL 
calibration [03/07]

Calorimeters
[LHCB-FIGURE-2022-019]

• both ECAL and HCAL fully functional: photons and electrons objects
could be used since day one to provide first (software) triggers to the
experiment

• inter-cell calibration and time alignment showing an improvement in the
di-photon mass peak and in the mass resolution around the ⇡0 mass

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 12/19
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pp reference run

11/12/2024

• 7-day run (extended by one day to satisfy ALICE target following Run3 extension) 
• took advantage of the intensity ramp up for calibration scans and tests in preparation of PbPb data taking  
• levelled for most of the time, beams head-on only in fill 10310 
• >95% DAQ efficiency during data taking (excluding tests/calibrations) 
• 4 different gases (He, Ar, D2, H2) injected 

• different HLT1 tuning depending on the gas 
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UT lower thresholds  
SciFi higher thresholds 
[26/08]

HLT1 reconstruction 
update to handle 
high occupancy 
[19/04]

major alignment 
update [06/08]

major alignment 
+ magnetic field 
map update 
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4 different gases 
injected in SMOG2 
[28/10-3/11]

all SDs (but UT) 
can operate 
stably at nominal 
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change of policy: 
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optimisation

ion run 
[4-23/11]

3rd GPU in production 
downstream tracking 
HLT1 bw at 5.3 
UT tuned settings 
line tunings at HLT2 
[03/10]

HLT2 Compute Power Upgrade

Success!
● Upgrading older CPUs (8 cores) 

to more powerful ones (14 cores)

● 4400 CPUs replaced in two 
weeks in 2200 servers

● Increased total cores by >50%

● Installation faster than supply
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CPU upgrade 
[summer]

first online ECAL 
calibration [03/07]

Calorimeters
[LHCB-FIGURE-2022-019]

• both ECAL and HCAL fully functional: photons and electrons objects
could be used since day one to provide first (software) triggers to the
experiment

• inter-cell calibration and time alignment showing an improvement in the
di-photon mass peak and in the mass resolution around the ⇡0 mass

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 12/19
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Ion run

11/12/2024

Higher instantaneous luminosity wrt 2023 
• flip polarity of the magnet from +/DOWN to -/UP:  
‣ 20% gain in lumi: agreed as default for 2024 

• increase number of colliding bunches at IP8 
‣ +159 bb (40% more) for LHCb 
‣ -56 bb (5% less) for ATLAS/ALICE/CMS

• 3.5 days intensity ramp up (-0.5 days wrt plan) 
• 12.5 days physics at full machine: 0.036/nb/day for LHCb 
• leveling at 1.5e-3 Hz/ub in LHCb (increasing to >1.5h) 
• bunch intensity increased up to 2.4e8 Pb/bunch at Stable Beams 

4

Levelling > 45 min from fill 10358 onwards

Levelling time increasing to > 1.5 h

• LHCb Upgrade at a 
glance 
• tracking system 
• PID system 
• luminosity and beam 

background 
• DAQ and trigger 

• How is it going so far? 
• Vacuum incident 
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• UT integration 
• HLT1 track reconstruction 
• HLT1 & HLT2 
• Gas injection 
• pp reference run  
• ion run  

• Performance 
• Detectors 
• Hit efficiency 
• Alignment 
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• VELO reconstruction  
• PID 
• Trigger efficiency 

• In summary…
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Preliminary results from HLT2

14

PbAr

PbPb

PbPb data reconstructed up to 30% centrality.

GEC applied

Centrality of the collision determined based on calorimeter activity
Run 2àlinearity up to 50 % centrality, up to 5 TeV deposit in calorimeter 

Preparation of the PbPb run 13

Run 3ànew tracking system, VELO not expected to saturate, the scintillating fiber tracker may saturate at 30 % centrality. 

Run 3 
simulation

Run 2 
performance 

(data)
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Ion run

• PbPb running conditions challenging for data taking: 
mu~0.002 with beams head on 

• additionally Ar and Ne injection á-la-SMOG for most of the fills   
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Run 3ànew tracking system, VELO not expected to saturate, the scintillating fiber tracker may saturate at 30 % centrality. 
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Preliminary results from HLT2

14

PbAr

PbPb

PbPb data reconstructed up to 30% centrality.

GEC applied
• PbPb running conditions challenging for data taking: 

mu~0.002 with beams head on 
• additionally Ar and Ne injection á-la-SMOG for most of the fills   
• trigger mitigation strategy: global event cut (GEC) at 30k SciFi 

clusters  

removed by GEC
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Ions data taking

first PbPb data reconstructed down to 30% centrality by LHCb
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Figure 8: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbPb collisions in the 70%�90%

ECAL energy activity class.
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Figure 9: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbPb collisions in the 50%�70%

ECAL energy activity class.
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ECAL energy activity class.
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Figure 9: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbPb collisions in the 50%�70%

ECAL energy activity class.
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Figure 10: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbPb collisions in the

30%� 50% ECAL energy activity class.
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Figure 11: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbPb collisions in the

30%� 40% ECAL energy activity class.
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Figure 12: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbAr collisions in the

30%� 60% ECAL energy activity class.
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Figure 13: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbAr collisions in the 0%�30%

ECAL energy activity class.
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Figure 13: Invariant mass spectrum of K0
S ! ⇡+⇡� candidates in PbAr collisions in the 0%�30%

ECAL energy activity class.
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first PbAr data reconstructed down 
to full centrality by LHCb 
• plots show 2023 data  
• in 2024 VELO closed and UT 

included

LHCb-FIGURE-2023-030
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Detectors performance

11/12/2024

• detectors operating in stable conditions at nominal luminosity 
‣ focus shifted to performance fine tuning, radiation damage monitoring and simulation improvements  
‣ hardware-wise standard maintenance: small areas became inactive, but no effect on data quality  Overall very efficient data-taking

Only 4 out of 512 HalfROBs are excluded
+ few links

99.1 % of the detector is working

ØWe have been running cold 
(at -50°C setpoint) without major issues 

ØOur dedicated & smart piquets take care 
of the daily operation

Ø Improved control & online monitoring 
tools, providing easier diagnostics for 
non-experts

Ø Improve the detector thresholds 
calibration for ~10% of the channels

ØMonitoring of the detector aging 

Status of the detector 2

F. Oliva - LHCb collaboration Performance of the LHCb Upgrade I in Run314

Muon System

New readout electronics

• M1 no longer needed without the L0 
hardware trigger 

➡Four stations M2 to M5, 1104 multi-wire 
proportional chambers (MWPC) for a total 
area of 385 m2

Signals are digitised by the front-end CARDIAC 
boards with: 
two CERN and Rio current amplifiers (CARIOCAs)  
and a diagnostic, time adjustment and logics 
(DIALOG)

‣ Muon system part of the first level trigger  

‣ Challenging time alignment that requires to match 
the information with the VELO and SciFi finalised 
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Hit efficiency 

hit efficiency for SciFi and VELO approaching design specifications 

SciFi VELO
biased hit efficiency in online monitoring
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Figure 3: Mean values of residuals in local x-direction of VELO tracks using the module and
sensor alignment obtained with 2024 data, shown for each sensor of each module using a zoomed
in y-axis scale. The residuals are evaluated using data from run 289971, taken in April 2024.

• Fig. 5: the track �2 of the SciFi part of the long track1 is shown. This is chosen in58

order to illustrate the effects that come from the improvements in SciFi alignment59

and the mat-end calibration.60

• Fig. 8: a small slope is observed after the calibration. This could be caused by a61

residual misalignment of the mats due to a misalignment with respect to the VELO.62
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Figure 4: Number of ScFi hits on long tracks evaluated for three different configurations of the
SciFi and using data from run 292107.

4 ECAL calibration63

The improvement by the calibration of the ECAL using the ⇡0 invariant mass distribution64

is shown in Figs. 9 and 10. To perform these calibrations, data from run 290068, collected65

on April 15th, is used. A set of corrections for each of the 6016 cells of the ECAL66

1a track traversing both the VELO and SciFi detectors

3
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Alignment
LHCb-FIGURE-2024-009

VELO alignment performance 

online trackers alignment crucial for a performant track-based trigger  
• VELO half alignment automatically evaluated  every 10 min, module alignment on 

demand a few times per year  
• SciFi and RICH alignment automatically evaluated and applied on demand  
• MUON alignment performed ~once per year
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Cherenkov angle resolution LHCb-FIGURE-2023-007

RICH detectors performance
[LHCB-FIGURE-2023-007]

• one of the figures of merit used to determine the performance of the RICH
detectors is the single photon Cherenkov angle resolution

• it is also the first global performance figure of merit that has been
determined in 2022, since high momentum tracks are required as
input for the recontruction of Cherenkov angles!

• reconstruction process includes the (software) spatial alignments obtained
for RICH photodetectors panels and mirrors, as well as the ones of other
subsystems

• clear performance improvement with respect to the former LHCb

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 11/19

RICH detectors performance
[LHCB-FIGURE-2023-007]

• one of the figures of merit used to determine the performance of the RICH
detectors is the single photon Cherenkov angle resolution

• it is also the first global performance figure of merit that has been
determined in 2022, since high momentum tracks are required as
input for the recontruction of Cherenkov angles!

• reconstruction process includes the (software) spatial alignments obtained
for RICH photodetectors panels and mirrors, as well as the ones of other
subsystems

• clear performance improvement with respect to the former LHCb

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 11/19

single photon Cherenkov angle resolution

Ring Imaging Cherenkov (RICH) detectors

• both RICH detectors have been
fully functional in 2022:
visualisation of rings at nominal
luminosity displaying a very good
performance also in busy events

• Multi-anode photomultipliers are
operated by powering the last
dynode to preserve the gain
linearity: high-voltage currents
employed as alternative online
counters for the delivered
luminosity (independent from the
data taking status)

Run 3 performance of new hardware in LHCb Giovanni Cavallero May 23, 2023 10/19

RICH 1 at µ=5.5

• depends on other subdetectors spatial alignment 
• optimisation of operations parameters ongoing based on 

scans taken recently, further improvements expected 
clear improvement from Run 2 to Run 3
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Downstream method

Velo tracking efficiency

Figure 3: Velo e�ciency in bins of momentum in comparison of 2024 data and simulation.
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VELO reconstruction LHCb-FIGURE-2024-011
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Figure 1: The resolution of the Primary Vertex (PV) reconstruction in the x-coordinate is shown
as a function of PV track multiplicity. Data from two 2024 runs with (red markers) µ = 3.5
and (blue markers) µ = 5.9 are presented, along with the corresponding distribution for (green
markers) 2018 data. The 2024 µ=3.5 (µ=5.9) data are taken from the fill 9614 (9594) with
run numbers from 294258 to 294297 (from 293258 to 293316). Only runs with good VELO
half-alignment quality are used.

The Primary Vertex (PV) resolution is obtained similarly to the method described in1

Ref. [1]. The VELO tracks are randomly split into two subsets, and the PV algorithm is2

executed independently on each subset. The PVs found in each subset are then matched3

based on their distance from one another. The resolution is determined by the width of4

the distribution of the di↵erences in the matched PV positions for a given dimension,5

corrected by a factor of
p
2.6

The PV resolution described as a function of PV track multiplicity is obtained for 20247

early data with µ = 3.5 and µ = 5.9. Only runs with good VELO half-alignment quality8

are used. Figures 1 and 2 show the PV resolution for x and y coordinates, respetively.9

Two runs of 2024 data are compared with 2018 data. Please note that available sample10

size for µ = 5.9 data is five times smaller than for µ = 3.5 data, which might lead to11

statistical fluctuations in the obtained result. A better PV resolution for 2024 data in12

comparison to 2018 data in x coordinate is expected as anticipated in Ref. ??.13

References14

[1] R. Aaij et al., Design and performance of the LHCb trigger and full real-time recon-15

struction in Run 2 of the LHC, JINST 14 (2019) P04013, arXiv:1812.10790.16
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Figure 2: The resolution of the Primary Vertex (PV) reconstruction in the z-coordinate is shown
as a function of PV track multiplicity. Data from two 2024 runs with (red markers) µ = 3.5
and (blue markers) µ = 5.9 are presented, along with the corresponding distribution for (green
markers) 2018 data. The 2024 µ=3.5 (µ=5.9) data are taken from the fill 9614 (9594) with
run numbers from 294258 to 294297 (from 293258 to 293316). Only runs with good VELO
half-alignment quality are used.

2

• good VELO track reconstruction efficiency, 
approaching expectations from simulation 

• vertex resolution performance comparable 
to Run 2 while at higher instantaneous 
luminosity 
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LHCb-FIGURE-2024-032

VELO tracking efficiency
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Figure 2: Proton to muon misidentification rate with the cut IsMuon&PIDmu > �2.5 computed

on ⇤ ! p⇡�
events in 2024 data (9512<FillNumber<9573). The average µ value is overlaid.

Figure 3: PIDe e�ciency in probe electron momentum bins vs average µ.
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Particle identificaiton (PID) is a crucial aspect for the LHCb detector performance [1].1

This document reports the muon and electron PID e�ciency with the early data collected2

by LHCb in 2024.3

1 Muon PID4

The following figures show a muon identification working point chosen to have about5

90% muon e�ciency and low proton misidentification rate. The events are required to be6

TIS with respect to the HLT1 trigger and all final state tracks satisfy GhostProb < 0.3.7

The e�ciencies have been evaluated with fit and count on detached J/ ! µ+µ� and8

⇤ ! p⇡� events in 2024 data, respectively. The fills before 9512 have been excluded from9

the data due to partial time-alignment of the MUON detector1. The error bars include10

both the statistical error from the fits and the systematic uncertainty associated with the11

fit model.12

Figure 1: Muon identification e�ciency with the cut IsMuon&PIDmu > �2.5 computed on

detached J/ ! µ+µ�
events in 2024 data (9512<FillNumber<9573) as a function of µ.

2 Electron PID13

The figures show the electron PID e�ciency for the cuts of PIDe > 0 and PIDe > 5,14

in bins of probe electron momentum and for the category where both electrons have15

bremsstrahlung photons associated. The selection was done using linear cuts and a BDT16

trained with a MC simulation. Figure ?? compares the performance in di↵erent subsets17

with average µ of 1, 3 and 5. Figure ?? shows results with the same µ of 3 but comparing18

the old and new ECAL alignment introduced in run 291593. Both figures use a snapshot19

of collision24 TurCal data with Sprucing24c1. The fills used are: 9479, 9483, 9485, 9496,20

9497, 9499, 9509, 9510, 9512, 9514, 9517, 9518, 9519, 9521, 9523, 9525, 9537, 9543, 9548,21

9559, 9562, 9564, 9565, 9566 and 9567.22

1
see https://lblogbook.cern.ch/MUON/904

1

44Elena Dall’OccoElena Dall’Occo 44

PID: muon & electron
LHCb-FIGURE-2024-010

Comparable performance of electron and 
muon identification wrt Run 2  
• no strong dependence observed with 

instantaneous luminosity

both electrons with brem photon associated

04/06/2024
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PID: hadrons
LHCb-FIGURE-2023-019

misidentification vs identification efficiency 
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Figure 9: Kaon identification e�ciency against pion misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the kaons and pions are both 35 GeV.

0.7 0.8 0.9 1
)p → p Efficiency (

3−10

2−10

1−10

1)p 
→ 

K
 E

ffi
ci

en
cy

 (

 = 1, 2PVN
 = 3PVN
 = 4PVN
 = 5PVN
 = 6PVN
 >= 7PVN

LHCb Preliminary 2024

Figure 10: Proton identification e�ciency against kaon misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the protons and kaons are 29 GeV and 35 GeV, respectively.
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Figure 9: Kaon identification e�ciency against pion misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the kaons and pions are both 35 GeV.
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Figure 10: Proton identification e�ciency against kaon misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the protons and kaons are 29 GeV and 35 GeV, respectively.
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Figure 11: Proton identification e�ciency against pion misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the protons and pions are 29 GeV and 35 GeV, respectively.
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PID: hadrons
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PID as good as Run2 but operating at 5x instantaneous luminosity

misidentification vs identification efficiency 
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Figure 9: Kaon identification e�ciency against pion misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the kaons and pions are both 35 GeV.
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Figure 10: Proton identification e�ciency against kaon misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the protons and kaons are 29 GeV and 35 GeV, respectively.
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Figure 9: Kaon identification e�ciency against pion misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
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Figure 10: Proton identification e�ciency against kaon misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
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Figure 11: Proton identification e�ciency against pion misidentifaction probability for fill 9986,
in di↵erent bins of number of primary vertices. The average number of primary vertices is 4.7.
The average momenta of the protons and pions are 29 GeV and 35 GeV, respectively.
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Trigger efficiency LHCb-FIGURE-2024-030

11/12/2024
(a) TOS e�ciencies in B+! J/ (µ+µ�)K+. (b) TOS e�ciencies in B0! J/ (µ+µ�)K⇤0.

Figure 1: Combined HLT1(Two)TrackMVA TOS in B decays containing muons, computed in
bins of B transverse momentum in 2024 data, shown in red. The combined TOS e�ciencies of
L0Muon (L0DiMuon) and HLT1TrackMVA/HLT1TwoTrackMVA calculated in Run 2 (from Ref. [4]) are
shown in blue for comparison. Run 2 TOS e�ciencies were calculated in B0! J/ (µ+µ�)K⇤0

and are assumed to be consistent with the Run 2 TOS e�ciencies in B+! J/ (µ+µ�)K+.
Generator-level distributions of pT (B) for MC events within the LHCb acceptance are shown in
grey.

3

(a) TOS e�ciencies in B+! J/ (e+e�)K+. (b) TOS e�ciencies in B0! J/ (e+e�)K⇤0.

Figure 2: Combined HLT1(Two)TrackMVA TOS in B decays containing electrons, computed in
bins of B transverse momentum in 2024 data, shown in red. The combined TOS e�ciencies
of L0Electron and HLT1TrackMVA/HLT1TwoTrackMVA calculated in Run 2 (from Ref. [4]) are
shown in blue for comparison. Run 2 TOS e�ciencies were calculated in B0! J/ (e+e�)K⇤0

and are assumed to be consistent with the Run 2 TOS e�ciencies in B+! J/ (e+e�)K+.
Generator-level distributions of pT (B)for MC events within the LHCb acceptance are shown in
grey.

4

(a) TOS e�ciencies in B+! D0 (K+⇡�)⇡+. (b) TOS e�ciencies in B0! D� (K+⇡�⇡�)⇡+.

Figure 3: Combined HLT1(Two)TrackMVA TOS in B decays to light hadrons, computed in bins
of B transverse momentum in 2024 data, shown in red. The combined TOS e�ciencies of
L0Hadron and HLT1TrackMVA/HLT1TwoTrackMVA calculated in Run 2 (from Ref. [4]) are shown
in blue for comparison. Generator-level distributions of pT (B) for MC events within the LHCb
acceptance are shown in grey.

5

Significant improvements wrt Run 2 in terms of efficiencies at HLT1 
• significant gain at low momentum for hadrons and electrons 

channels   
• charm benefits at low Pt where bulk of the signal lies 
• comparable performance wrt Run 2 for muon channels

HLT1 performance on 2024 data
• Exploiting reconstructed objects to select decays of interest
• Output rate must be around 1MHz
• Comparison with Run2 trigger efficiencies, limited by L0 selections
• Clear gain at low momentum for hadronic and electronic B-mesons modes

21.10.24 Alessandro Scarabotto - LHCb Run3 trigger 10
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HLT1 performance on 2024 data
• Exploiting reconstructed objects to select decays of interest
• Output rate must be around 1MHz
• Comparison with Run2 trigger efficiencies, limited by L0 selections
• Clear gain at low momentum for hadronic and electronic B-mesons modes
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HLT1 performance on 2024 data
• Exploiting reconstructed objects to select decays of interest
• Output rate must be around 1MHz
• Comparison with Run2 trigger efficiencies, limited by L0 selections
• Clear gain at low momentum for hadronic and electronic B-mesons modes
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(a) TOS e�ciencies in D+! K�⇡+⇡+. (b) TOS e�ciencies in D+
s ! K+K�⇡+.

(c) TOS e�ciencies in D0! K�⇡+.

Figure 4: Combined HLT1(Two)TrackMVA TOS e�ciencies inD decays to light hadrons, computed
in bins of B transverse momentum in 2024 data, shown in red. The combined TOS e�ciencies of
L0Hadron and HLT1TrackMVA/HLT1TwoTrackMVA calculated in Run 2 (from Ref. [4]) are shown
in blue for comparison. Generator-level distributions of pT (D) for MC events within the LHCb
acceptance are shown in grey. At lower pT (D), e�ciencies in 2024 data are significantly higher
than those of Run 2, whilst at higher pT (D) the reverse is true. The latter is driven by di↵erences
in tracking algorithms between HLT1 and HLT2 in 2024, wherein higher proportions of tracks
found in HLT2 are not found in HLT1 at higher pT (D).
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In summary…

05/03/2024

Merry Christmas and wishes for many Run3 physics results!

Performance of HLT2 on 2024 data

• Achieving excellent vertex resolutions, good track reconstruction and stable PID 

performance for muons, hadrons and electrons

• Leading to reconstruction and selection of decays of interest

21.10.24

Alessandro Scarabotto - LHCb Run3 trigger
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Performance of HLT2 on 2024 data
• Achieving excellent vertex resolutions, good track reconstruction and stable PID 

performance for muons, hadrons and electrons

• Leading to reconstruction and selection of decays of interest
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very successful year for LHCb! 
• finally operating in nominal conditions  

• VELO closed at 0 mm gap 
• achieved DAQ efficiency > 95% in all runs (pp and ions)  
• instantaneous luminosity of 2000 Hz/ub 
• gas almost continuously injected 

• lots of data to analyze from 2024 run 
• pp 13.6 TeV: 9.6 /fb 
• pp XXX TeV: 232 /pb 
• PbPb: 450 /ub 

• first Run 3 results expected for Moriond 2025
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Additional material

05/03/2024



Ghost charge measurements
• Information about bunch content is required for the luminosity measurement 

• Main Bunch population ( ) is directly used  

• Satellite charges: in filled bunch slot, outside filled RF bucket (2.5 ns) 
• Ghost charges: circulating in LHC, outside filled bunch slots (25 ns)

N1, N2 ℒ ∼ N1 ⋅ N2

11

• Satellite and Ghost charges are measured by Beam 
Synchrotron Radiation Longitudinal (BSRL): 
• per bunch: baseline subtracted  
• total: no subtraction  

• LHCb provides a unique ghost charge measurement: 
• reconstruct PVs produced from ghost charges interacting 

with gas injected with SMOG    

• results are in agreement with per bunch BSRL  

• low ghost charges fraction => contribution to vdM 
negligible 

• important for ATLAS and CMS luminosity measurement

LHCb-Figure-2024

CERN-ATS-Note-2012-029 

2023 data
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Ghost charge measurement

LHCb-FIGURE-2024-001

CERN-ATS-Note-2012-029

• precise knowledge of ghost charge fraction 
fundamental for the measurement of luminosity 

• Satellite and Ghost charges are measured by Beam 
Synchrotron Radiation Longitudinal (BSRL): 
‣ per bunch: baseline subtracted 
‣ total: no subtraction

LHCb provides a unique and 
complementary measurement of 
ghost charges  
• based on PV reconstructed due to 

the interaction with gas injected by 
SMOG 

• results in agreement with the BSRL 
• fundamental input for the luminosity 

measurements of ATLAS, CMS and 
ALICE

11/12/2024
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VELO

05/03/2024

Electronic disconnection 

Detector removal 

RFbox removal 

RFbox reinstallation

SMOG reinstallation

Leak test

Bake-out finished

reinstalled detector

Ready for re-commissioning

Electronics recabled

Ready for bakeout

Ready for beamYETS activities
VErtex LOcator (VELO)

• RF-foil replacement and detector re-installation went smoothly 

• 0.5 mm shims are installed on each side, to be removed during TS1 

• Electronics is re-cabled  

• Post reinstallation check-out: 

• Cooling performances 

• Modules functionalities 

• Calibration with and without beams 

• Validation of new monitoring tools 

• VELO closing at each intensity step 

Intense re-commissioning schedule

14

VELO A-side transportation

VELO installation

VELO re-cabling
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VELO A-side transportation

VELO installation

VELO re-cabling

RF foil replacement in EYETS 23/24 
• detector de-installation, RF foil replacement and 

re-installation went smoothly 
‣ 0.5 mm shims installed to increase the clearance 

between modules and foil, to be removed in the 
first Technical Stop (June) pending tomography 

• detector already under vacuum and cooled to 
-35 deg

intense re-commissioning ongoing 
to be fully ready for the first beam! 

transport to the alcove half installation cabling
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PLUME & BCM

Plume  
• per PMT ADC counters used to provide 

instantaneous luminosity to the LHC every 3s 
• additional features developed during the EYETS: 
‣ luminosity per bunch crossing 
‣ possibility to run continuously independently 

of global experiment status

Beam Conditions Monitor : BCM 7

Ø Detector: 2 rings equipped with 8 diamond sensors each, upstream and 
downstream the IP to m̀easure particle flux hitting the sensors

Ø Goal: protect the LHCb detector by dumping the beams if large flux 
increases are detected

Ø After TS1 completely moved to new MIBAD readout board now running 
by default in LHCb 

LHCb now uses new BCM 
system by default

First dump done with MIBAD 24/06/2023

BCM group

Elisabeth Niel - Luminosity report

BCM 
• fully refurbished during before restart of Run 3 with new 

DAQ operational since 2023 
• beam dump logic + Run 3 updated thresholds 

validated by dumping the beam as expected during 
LHC tests

first plume online calibration with van der Meer scan

first beam dump with upgraded electronics board

05/03/2024

Figure 2: The time evolution of various quantities during the van der Meer session described in

Figure 1. The curves on the top display the x and y positions of the two beams in arbitrary

scale. The orange and light blue curves in the middle show the beams populations measured by

the 24-bit Direct Current Transformer (DCCT) A6R4. The red curve at the bottom shows the

evolution of the average number of interactions µ measured by PLUME. The latter interaction

is defined as producing at least one coincidence among 22 PLUME PMT pairs. For this very

preliminary calibration, the value of µ calculated online and archived every three seconds is

used. These periods might partially overlap with the ends of the time intervals when the beams

were moving. Another bias arises from the fact that the online µ is currently not calculated

per bunch but is determined as µ = � log
N0
Ntot

where the number of empty events N0 and the

total number of events Ntot are summed over all colliding bunch pairs (two in this fill). No

background subtraction is performed, the µ values measured in beam-empty and empty-beam

bunch crossing types are ignored.

3

LHCb-FIGURE-2022-012
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The (evolving) LHC 2023 schedule
How it started… 

Schedule for 2023

LPC meeting 6 February 2023 9

Dates to keep in mind:
• DSO test & LHC handover to OP: March 10th

• First beam in 2023 on March 27th

• First Stable Beams @ 450 GeV on April 6th

• First Stable Beams @ 13.6 TeV on April 22nd

• Start of physics run on May 15th

• Last day of pp physics: September 12th

• Start of pp reference run on September 21st

• Start of ion physics on October 2nd

• Last day of beam in 2023: October 30th

21

2023 Draft Schedule

2023 schedule
discussed in 
LMC last week

Short year, but
extended ion run
as planned

Fast ramp-up
foreseen for p-p

period

27 days of PbPb27 days of PbPb

97 days of pp97 days of pp49 days of commissioning49 days of commissioning

and ramp-upand ramp-up

First beam
March 27

Last beam October 30

21

2023 Draft Schedule

2023 schedule
discussed in 
LMC last week

Short year, but
extended ion run
as planned

Fast ramp-up
foreseen for p-p

period

27 days of PbPb27 days of PbPb

97 days of pp97 days of pp49 days of commissioning49 days of commissioning

and ramp-upand ramp-up

First beam
March 27

Last beam October 30

2023:
• Short year for pp physics (13.5 weeks) due to 

early YETS
• Extended ion run: 4 weeks of ion physics,           

1 week of pp reference run

• short pp run: 13.5 weeks 
• extended ion run: 4 weeks of ion 

physics, 1 week of pp reference run 

ITL8 incident 
• leak found in a bellow in the triplet 

left of 8 
•  replacement done in difficult 

conditions (arc kept cold-ish) but fully 
successful Tunnel visit, 11am on 17/07

LHCb Run Meeting Federico Alessio, 18 July 2023 6

� Ice on bottom (more icy towards IP)
� Condensation on top

Condensation on DFBX + D1, but no ice 
(was probably iced before, wet on the ground)

Triplet incident status as of today

LPC meeting 431 July 2023

� Leak found in a bellow on M2 line in the interconnection of Q1/Q2 on RQX.L8 (triplet left of 8)
� Replacement of bellow done in difficult conditions but fully successful 

� Never-done-before operation: replace bellow with arc staying cold(-ish)
� Leak and pressure test demonstrated solidity of repair
� Closure of interconnection last Friday 28 July
� Insulation and Vacuum pumping ongoing over last week-end
� In time to start cooldown tomorrow (TBC today afternoon) Æ < 10 day from t0 (Monday 24 @ 7am) and arc kept 

at less than 80 K!

� Regular updates (pictures etc) meetings ~every day at 5pm 
� LHC morning meeting agendas: https://indico.cern.ch/category/6386/

Leak

View from TOP

Bellow replaced, welded

05/03/2024
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The (evolving) LHC 2023 schedule
…how it evolved… 
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Technical Stop Machine development (incl. floating)

HW Commissioning, Powering Tests, Magnet Training Scrubbing

Machine check out Pb - Pb Ion physics run

Recommissoning with beam Pb Ion or p - p reference setting up

Interleaved commissioning & intensity ramp up p - p reference run

Proton physics run LINAC 3 Pb oven re-fill 

Special physics runs (place holders) SPS HiRadMat Run & reserve (08:00 - 24:00)

August 22, 2023

LHC Schedule 2023
Version 1.0 was approved at the Research Board of 7 December 2022
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Leaks in TDIS  
• two leaks found in close succession in 

the same TDIS 
• replacement not preferred choice 
• running with jaws open, high intensity 

proton beam not possible in this 
configuration

TDIS news

LPC Status Report September 2023 45
Machine operation

TDIS-IP8
� An additional leak developed on IP8-TDIS 

(injection protection device), starting on 8th

September
� Investigation revealed a leak at the level of module 

A, bottom jaw, upstream bellow
� Leak was varnished and jaw blocked in open 

position

• Second leak in TDIS varnished and blocked in open position (Tue last 
week)

• OK to continue the very high beta run
• Replacement of TDIS with spare possible (between 9 and 20 days, 

risk assessment ongoing).
• First results from simulation studies:

• OK for ion run
• pp reference run limited to 8-bunch injection 

(total ~130 bunches, VdM-style filling scheme)
• Detailed presentation by Anton L. in next LMC

Configuration after leak 1: Configuration after leak 2:

S. Redaelli, LHC meeting, 12-07-2023 6

Inspection 12/09/2023 and leak location

Courtesy J. Sestak

6
Machine operation

TDIS-IP8 vacuum

� Leak was closed

J. Sestak 

05/03/2024


